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Learning-based Predictive Control for Vehicle Following Problems
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Abstract: Recent research shows that the combination of reinforcement learning (RL) with traditional control method
can be an effective tool for designing near optimal feedback controller for dynamic systems. In this paper, a vehicle-
following control based on reinforcement learning is proposed, in which pairs of the input-output of model predictive
control (MPC) are chosen as offline-learning data. Through continuous iterations of actor-network and critic-network,
the longitudinal vehicle-following controller can be obtained. Simulation results illustrate that proposed learning-based
predictive control (LPC) can improve the computational efficiency, and obtain a better performance of policy optimization.
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1. INTRODUCTION

Vehicle following is one of the important research ob-
jects in the field of autonomous driving, which can reduce
driving burden and energy consumption, and has attracted
extensive attention in different fields such as traffic engi-
neering, statistical physics and psychology [1].

Traditional vehicle-following control methods need
accurate state of the leading vehicle according to longitu-
dinal vehicle dynamics model [2]. With the development
of artificial intelligence (AI), high-precision vehicle mo-
tion datasets can be obtained. The stability and safety
of the vehicle-following model is verified by considering
the characteristics of multiple vehicles in [3]. A vehicle-
following model with time-varying delay considering the
time headway is constructed in [4]. A Nash optimality
based distributed model predictive control scheme is pro-
posed in [5]. A model predictive control method with the
combination of Gaussian model is constructed for the so-
lution of vehicle following problems [6].

Reinforcement learning (RL) is one of the paradigms
and methodologies of machine learning based on Markov
Decision Process (MDP). By interacting with the envi-
ronment, RL can achieve the goal of obtaining the opti-
mal solution of specific value function. The actor-critic
algorithm can reduce the instability and fluctuation of the
iteration, in which actor-network is responsible for gen-
erating actions, and critic-network is to evaluate the con-
trol input in next stage by updating the value function.
A learning-based predictive control method is built in [7]
which greatly reduces the computational time. A stochas-
tic longitudinal leading model through Gaussian Process
(GP) is established in [8], which optimizes the tracking
performance. A decentralized transportable multi-agent
actor-critic algorithm is designed in [9], where the traffi-
cability of the vehicle is improved.

Learning-based predictive control strategy is proposed
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for vehicle-following control in this paper, in which only
longitudinal dynamic is considered. The control input is
calculated under the actor-critic scheme, and the result-
s of model predictive control (MPC) are chosen as the
offline-learning datasets. The objective of learning-based
predictive control (LPC) is to optimize the control input
and improve the computational efficiency.

The rest of the paper is as follows: Section II describes
the establishment process of longitudinal vehicle model.
Section III introduces the application of vehicle-vehicle
(V2V) communication technology and the collection pro-
cess of learning-datasets. Section IV introduces the mod-
eling of the kernel-based actor-critic network. Section V
shows the simulation results which verify the effective-
ness. Section VI summarizes the whole paper.

2. PROBLEM SETUP

This section starts with the longitudinal vehicle mod-
el, and all the vehicles should satisfy the premise of safety
and consensus. Note that this paper focuses on the longi-
tudinal control, i.e., all the vehicles in the platoon moves
along the same straight lane.

2.1 Longitudinal vehicle model

The longitudinal characteristics of vehicle is represent-
ed by the following third-order equation [10]:

 ṡ = v
v̇ = a
ȧ = f(v, a) + g(v)η

(1)

where s represents the position of the vehicle, v and a re-
spectively represent the velocity and acceleration, and η
represents engine input, functions f and g can be respec-



tively expressed as:
f(v, a) =

−2CD
m

va− 1

τ(v)

(
a+

CD
m
v2 +

dm
m

)
g(v) =

1

mτ(v)
(2)

where CD is the aerodynamic coefficient, m the vehicle
mass, τ the time constant of the engine, dm the mechani-
cal drag [11].

The engine input η is written as:

η = mu+ CDv
2 + dm + 2τCDva (3)

in which the control input u is the deserved acceleration
of the following vehicle.

Assume that the state of the leading vehicle and road
information are known. The position error between vehi-
cles is calculated as follows:

es,i = si−1 − si −Ddes (4)

where si is the longitudinal position of the ith vehicle.
Ddes the expected distance between the leading vehicle
and the following vehicle, i.e.,

Ddes = D0 + hv (5)

where the constant h is the time headway, D0 the mini-
mum safety distance.

Similarly, the velocity error between vehicles is:

ev,i = vi − vi−1 (6)

where vi is the longitudinal velocity of the ith vehicle.
The goal of longitudinal vehicle-following control is

to make the position error es and the velocity error ev as
close to zero as possible when t→∞.

Denote

x =
[
es ev ai

]T
, u = ades, ω = a1 (7)

Then the equivalent linear state-space representation
of longitudinal vehicle model can be written as:

ẋ(t) = Ax(t) +B1u(t) +B2ω(t) (8)

where

A =

0 1 −h
0 0 −1
0 0 − 1

τ

B1 =

0
0
1
τ

B2 =

0
1
0

 (9)

Note that the position error es, the velocity error ev
and the actual acceleration of the following vehicle ai
are selected as state variables. The expected acceleration
ades is control input, and the acceleration of the leading
vehicle can be treated as disturbances.

Define Ts as the sampling time, then the discrete-
time state-space representation of the longitudinal vehicle
model can be written as:

x(k + 1) = Ax(k) +B1u(k) +B2a1(k) (10)

with

A =

1 Ts −Tsh
0 1 −Ts
0 0 1− Tsτ−1

B1 =

 0
0

Tsτ
−1

B2 =

 0
Ts
0


(11)

2.2 Vehicle-following control based on RL
In RL, the state-action value function in state s is de-

fined as the expected and discounted total rewards when
taking action a under the policy π:

Qπ(s, a) = Eπ
[ ∞∑
t=0

γtrt

∣∣∣∣s0 = s, a0 = a

]
(12)

where γ∈(0,1) is the discount factor, rt is the reward at
time-step t, and Eπ[·] represents the expectation value
under the policy π.

The optimal strategy π∗(s) is obtained by maximizing
the state-action value function (12) [12]:

π∗(s) = arg max
a

Qπ
∗
(s, a) (13)

Learning-based predictive control solves the vehicle
following problems through actor-critic algorithm, which
improves the computational efficiency and reduces fluc-
tuations of system evolutions [13]. In this paper, the pla-
toon includes one leading vehicle and three following ve-
hicles, and the diagram of simplified vehicle following
problem based on actor-critic scheme is as follows:

Fig. 1. The diagram of vehicle following

3. LEARNING DATA COLLECTION

Nowadays, with the development of wireless commu-
nication technology, V2V is used to exchange the state
and control input between the leading vehicle and the fol-
lowing vehicles, which realize bidirectional communica-
tion between high-velocity vehicles [14]. As mentioned
earlier, the calculation of the following vehicle control
input u is related to the state variables of the leading ve-
hicle. Thus in this paper, it is necessary to assume that
the information of the leading vehicle can be known [15].



According to different learning styles, reinforcement
learning can be divided into online-learning and offline-
learning. The training datasets of online-learning is up-
dated in real-time, and the computational time is short-
er. However, due to insufficient initial datasets, online-
learning may lead to the wrong direction and ultimately
get a large residual error. By generating optimal state-
control set from the past datasets, offline-learning can
implement corresponding optimal strategy in the face of
different states and can effectively utilize the existing
datasets without adverse impact on the environment [16].
In this paper, offline-learning is taken.

Nash optimality iterative algorithm was proposed by
Nash (1951) to solve the cooperative game problem. Ve-
hicle following is a multi-vehicle cooperation problem,
i.e., through the design of each local controller and the
negotiation between local controllers, each vehicle can
move in a given speed steadily. Nash optimality based
MPC can reduce the computational burden through solv-
ing the problem jointly. The main procedure of Nash op-
timality based MPC is summarized as follows:

Algorithm 1 Nash optimality based MPC [5]
Step 1: At moment k, initialize the estimated value of
control input of the following vehicle;
Step 2: Solve the predictive control problem and iterate
the optimal solution;
Step 3: Judge whether the system meets the condition of
iterative convergence, i.e., whether it meets the condition
‖U l+1

i,N (k)− U li,N (k)‖ ≤ εi
where U li,N (k) is the actual acceleration of the ith fol-
lowing vehicle at moment k. N is the prediction horizon
length, and l is the number of iterations. If all vehicles
meet this condition, the calculation ends and jumps to
step 4; otherwise, returns to step 2;
Step 4: Apply the first control input of the sequence
u(k) = [I...0]U∗i,N (k) at moment k to the vehicle;
Step 5: Set k → k + 1, go back to step 1.

One of current research fields of RL is to use the
state-control sequence calculated by MPC as the learn-
ing samples of actor-critic weight update. Through sim-
ulation and verification, the convergence and stability of
MPC can be confirmed, which is crucial for the selection
of learning samples. Through learning-based predictive
control, the fluctuation of control input and the computa-
tional time is further reduced.

4. KERNEL-BASED ACTOR-CRITIC
NETWORK MODELING

The central idea of this section is using datasets of M-
PC as the initialization, where reinforcement learning is
treated as the tool of policy updating [19]. The LPC al-
gorithm is presented as a new class of closed-loop opti-
mization method.

4.1 Learning-based predictive control scheme
Define the stage cost function as:

r(x(j), uj(x(j))) = xT (j)Qx(j) +uTj (x(j))Ruj(x(j))
(14)

where Q ∈ Rn×n and R ∈ Rm×m are the positively
definite and symmetric weighting matrix. n is the dimen-
sion of the state x, and m is the dimenson of the control
input u. Define N is the prediction horizon length, the
cost function of finite horizon optimization problem in
the prediction horizon [k, k +N − 1] at moment k is:

minimize
‖ut(x(t))‖≤U

Jt(x(t)) (15)

with

Jt(x(t)) = E
[
r(t) +Jt+1(x(t+ 1))

]
, t ∈ [k, k+N − 1]

(16)
where U is the control quantity constraint, E[·] is the ex-
pectation operator, and r(j) ≡ r(x(j), uj(x(j))).

Assume that there exists an optimal control strategy u∗

for the vehicle following control. According to Bellman’s
optimality principle, the optimal cost function J∗t (x(t))
in t ∈ [k, k+N − 1] satisfies the following discrete-time
Hamilton-Jacobi-Bellman (HJB) equation:

J∗t (x(t)) = min
‖ut(x(t))‖≤U

E
[
r(t) + J∗t+1(x(t+ 1))

]
(17)

The optimal control u∗t (t) satisfies:

u∗t (t) = arg min
‖ut(x(t))‖≤U

E[r(t) + J∗t+1(x(t+ 1))]

(18)
In each prediction horizon time, it is actually quite d-

ifficult to directly solve the discrete HJB equation. Thus
next section will introduce the specific method of solving
the approximation problem.

4.2 Kernel-based actor-critic algorithm
This section describes how to apply the kernel-based

actor-critic network on the LPC. In past several years, the
method of kernel function is popular, especially in the
field of reinforcement learning [20]. Define H as the fea-
ture space (Hilbert space), if there exists a mapping from
the original space X to H:

φ(x) : X → H (19)

then the kernel function k(x, z) is:

k(x, z) =< φ(x), φ(z) > (20)

where x, z ∈ X , φ(x) and φ(z) are the mapping function,
< φ(x), φ(z) > is the inner product of φ(x) and φ(z).

Kernel functions mainly include linear kernel func-
tion, polynomial kernel function and Gaussian kernel
function [21]. In this paper, Gaussian kernel function is
chosen, which basic form is as follows:

k(x, z) = exp

(
− ‖x− z‖

2

2σ2

)
= exp(−γ‖x− z‖2)

(21)



where σ and γ are positive constants , γ =
1

2σ2
.

In actor-critic algorithm, actor-network is responsible
for updating the optimal control u∗t , and critic-network
is responsible for updating the evaluation indicators λ∗t ,
which is the derivative of the cost function J∗t with re-
spect to x [22]. The schematic overview is as follows,
where the dashed line indicates that critic is responsible
for updating the actor and itself:

Fig. 2. Schematic overview of the actor-critic algorithm

To represent the influence of critic-network and actor-
network in kernel-based actor-critic algorithm, the con-
trol input u is calculated as follows:

ujt (x(t)) = E

[
− 1

2R

(
∂x(t+ 1)

∂ujt (x(t))

)T
λit+1(x(t+ 1))

]
(22)

where i represents the iteration number of critic-network,
j represents the iteration number of actor-network, and
λit+1(x(t + 1)) is calculated by differentiating the state
quantity x(t) :

λit+1(x(t+ 1)) =
∂J it+1(x(t+ 1))

∂x(t)
(23)

In each prediction horizon [k, k+N−1], the structure
of actor-network is written as:

û(x(t)) =UΓ

[ l=L∑
l

ω
[l]
aj(t)Ψ

[l]
t (x(t))

]
= UΓ(ωTaj(t)Ψt(x(t)))

(24)

where Γ(·) is the monotonic odd function, ‖Γ(·)‖ ≤ 1.
Assume that the first-order derivative of function Γ(·) is
bounded.

The structure of critic-network is written as:

λit(x(t)) =

l=L∑
l

ω
[l]
ci (t)Φ

[l]
t (x(t))

= ωTci(t)Φt(x(t))

(25)

where ωa and ωc represent the weight vectors of actor-
network and critic-network, and Ψt(x(t)) and Φt(x(t))
are the feature vectors.

In general, the basis vectors Ψt(x(t)) and Φt(x(t))
can be designed with manually selected parameters. The
update process of actor-weight is as follows [7]:

ωj+1
a (t) =(Ψt(x(t))ΨT

t (x(t)))−1

×Ψt(x(t))DjT
a (x(t), ωja(t), ωci(t+ 1))

(26)

with

dja(x(t), ωja(t), ωci(t+ 1))

= E

[
− 1

2R

(
∂x(t+ 1)

∂ujt (x(t))

)
ωTci(t+ 1)Φt+1(x(t+ 1))

]
(27)

and

Dj
a(x(t), ωja(t), ωci(t+ 1))

= Γ−1(U
−1
dja(x(t), ωja(t), ωci(t+ 1)))

(28)

For the critic-network, the update process of critic-
weight coefficient is as follows:

ωci+1(t) = (Φt(x(t))ΦTt (x(t)))−1×
Φt(x(t))DT

ci(x(t), ωja(t), ωci(t+ 1))
(29)

with

Dci(x(t), ωja(t), ωci(t+ 1)) =

E

[
2Qx(t) +

(
∂x(t+ 1)

∂(x(t))

)T
ωTci(t+ 1)Φt+1(x(t+ 1))

]
(30)

Based on the above actor-critic update network
scheme, the optimal longitudinal vehicle-following con-
trol at each moment can be calculated. According to the
datasets St, the feature vectors Φt(x) and Ψt(x) can be
calculated. The computational complexity of LPC algo-
rithm is O(n2N), and the computational complexity of
traditional model predictive control is O(n3.5N2) [7].

5. SIMULATION RESULTS

The simulation results of vehicle-following control in
two different driving conditions are shown in this section.
Set one vehicle as the leader, while the number of the fol-
lowing vehicles is three. In order to reflect the feasibility
and generalization ability of the LPC algorithm, two dif-
ferent driving conditions are designed in this paper, i.e.,
the acceleration of the leading vehicle gradually decreas-
es from 1.5m/s2 to 0, and gradually increases from 0 to
1.5m/s2 [18]:

a1 =

 1.5 t ∈ [0, 12)
1.5− 0.1t t ∈ [12, 27)
0 t ∈ [27,+∞)

and

a1 =

 0 t = 0
0.1t t ∈ (0, 15)
1.5 t ∈ [15,+∞)

Based on the convergence properties of the learning
process, maximum iterative number imax and jmax are
usually set between 20-40. The feature vectors are con-
structed according to MPC. To improve the network ac-
curacy, ∆ωc and ∆ωa are chosen as 0.01. In this paper,
imax and jmax are chosen as 20, the prediction horizon
N is 20, and the time headway h is chosen as 0.8.

Simulation results in two different driving conditions
are as follows:



(a) Driving condition 1

(b) Driving condition 2
Fig. 3. Comparision in different conditions

All the simulations in this section are run under Mat-
lab 2022a. CPU is Intel Core i7-8700 CPU 3.20GHz and
GPU is NVIDIA GeForce GT 1030. Fig.3 (a) and (b)
represent the comparison of position, velocity and accel-
eration in the longitudinal driving condition 1 and driving
condition 2. The simulation results show that the vehicle-
following control strategy based on LPC can achieve the
goal of tracking the leading vehicle. When the driving
condition changes, the following vehicle can still track
the leading vehicle. The result verifies LPC has adapta-
tion of environmental changes [24].

The comparison of computational time in two differ-
enlt driving conditions is as follows:

Fig. 4. Comparison of computational time

The simulation results show that total computation-
al time of MPC in condition 1 is 11.487s,while LPC is
0.666s. In condition 2, total computational time of M-
PC is 11.328s, while LPC is 1.019s. These two sets of
simulation experiments verify that the computational ef-
ficiency of LPC is much higher than MPC in the same
driving condition.

In order to characterize the superiority of LPC com-
pared with MPC, define the deviation E between actual
and expected acceleration as:

E =

∑imax

i=1

(∑kmax

k=1

(
ai,k − ades,k

))
imax

(31)

where imax is the number of the following vehicles, lmax
is total time of the simulation. The results of acceleration
error in two different driving conditions are as follows:

Fig. 5. Comparison of acceleration error

As shown in Fig.5, the tracking performance is im-
proved, and the acceleration of the following vehicle
based on LPC is more smoother.

6. CONCLUSION

In this paper, a learning-based predictive control was
proposed for vehicle following problems. The feature
vectors of actor-critic were established based on MPC



for vehicle following problems. Through continuous
iterations of the kernel-based actor-network and critic-
network, the LPC scheme was adopted to calculate the
longitudinal control strategies in different driving condi-
tions. Simulation results showed that LPC can obtain a
better performance of policy optimality on the premise of
the safety, and improve the computational efficiency.
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